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Abstract
The parabolic approximation has been used extensively for underwater acoustic propagation and is attractive because it is
computationally efficient. Widely used parabolic equation (PE) model programs such as the range-dependent acoustic model
(RAM) are discretized by the finite difference method. Based on the idea of the Padé series expansion of the depth operator,
a new discrete PE model using the Chebyshev collocation method (CCM) is derived, and the code (CCMPE) is developed.
Taking the problems of four ideal fluid waveguides as experiments, the correctness of the discrete PE model using the CCM
to solve a simple underwater acoustic propagation problem is verified. The test results show that the CCMPE developed in
this article achieves higher accuracy in the calculation of underwater acoustic propagation in a simple marine environment
and requires fewer discrete grid points than the finite difference discrete PE model. Furthermore, although the running time
of the proposed method is longer than that of the finite difference discrete PE program (RAM), it is shorter than that of the
Chebyshev–Tau spectral method.

Keywords Chebyshev collocation method · Spectral method · Parabolic equation model · Underwater acoustics

1 Introduction

Research on underwater acoustic propagation modeling the-
ory began in the 1960s. Initially, only ray theory and the
horizontally layered normal mode theory existed. Their abil-
ity to deal with problems was limited, and they could
only calculate range-independent problems. Since the 1970s,
parabolic equation (PE) models have emerged that can
address range-dependent two-dimensional sound propaga-
tion problems [1]. ThePEmodel is a parabolic approximation
of the wave equation. It was first used to solve the problem
of radio wave propagation in the atmosphere and was then
gradually applied to branch disciplines in physics, including
optics, plasma physics, seismology and underwater acous-
tics.

In 1977, Tappert [2] introduced the PE model to under-
water acoustics for the first time, and he approximated the
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Helmholtz equation as a two-dimensional equation that was
related only to the range and depth and not the azimuth. Since
then, research on PE models in underwater acoustics has
gradually increased. From the introduction of PEs in under-
water acoustics to the 1980s, the related research on PEs
focusedmainly on theoreticalmodels [3] and numerical solu-
tions [4,5]. From the 1980s to the 1990s, PEs entered a period
of rapid development, and a large number of research results
appeared, including the development of various PE models
(three-dimensional PEs [6], elastic PEs [7], high-order PEs
[8], wide-angle PEs [9], etc.) as well as the processing of
boundary conditions [7], the initial conditions of PEs [10]
and the study of phase error and PE computational meth-
ods [11]. Since then, the research related to PEs has focused
mainly on theories [12] and PE programs [13–15]. A more
detailed development history can be found in [16].

The widely used numerical calculation PE-based pro-
grams have primarily been developed using the finite dif-
ference method (FDM). In obtaining the numerical solutions
of partial differential equations in engineering, the spectral
method is a reliable option and has been widely used in var-
ious engineering technology fields [17,18]. The collocation
method is a special spectral method; when forming algebraic
equations, it does not use a weak form of differential equa-
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tions as in other spectral methods but directly adopts a strong
form, so the original differential equation is strictly estab-
lished at the collocation points [19]. The collocation method
has the advantages of high precision and high speed and is
widely used in the field of engineering technology [20–23].
In recent years, some scholars have attempted to introduce
spectral methods, including the collocation method, to the
problem of underwater sound propagation. Evans proposed
a Legendre–Galerkin technique for differential eigenvalue
problems with complex and discontinuous coefficients based
on normal modes [24]. Tu et al. presented normal mode
and standard PE models using the Chebyshev–Tau spectral
method to process a single layer of a body of water with con-
stant density and no attenuation [25]. They then extended this
method to solve the problem of a layered marine environ-
ment [26,27] and subsequently presented a Chebyshev-Tau
spectral method for a PE model with wide-angle rational
approximation [28]. Colbrook et al. analyzed a spectral col-
location method for acoustic scattering by multiple elastic
plates [29]. These studies have shown that the collocation
method has high accuracy in the calculation of underwa-
ter acoustic propagation, and the high-precision underwater
acoustic field is the basis of the underwater matching field
positioning and the inversion of geoacoustic parameters.
Therefore, the collocation method has great potential value
in computational underwater acoustics. In this article, we
introduce a Chebyshev collocation method (CCM) for the
solution of a PE model in underwater acoustics, design sev-
eral experiments and analyze and compare the advantages
and shortcomings of the CCM-based PE model proposed in
this paper in terms of its computational accuracy and speed.

2 Parabolic EquationModel for An
Underwater Acoustic Propagation Problem

Considering a range-independent marine environment, the
governing wave equation of underwater acoustic propaga-
tion in the frequency domain can be written as the following
Helmholtz equation [1]:

(∇2 + k2)P̃ = 0, (1)

where k = ω/c is the wavenumber, ω = 2π f is the angu-
lar frequency, f is the frequency of the sound source, c is
the sound speed and P̃ is the sound pressure in the fre-
quency domain. Considering a cylindrical coordinate system
where the sound source is a simple harmonic point source
and themarine environment is a cylindrically symmetric two-
dimensional sound propagation case, theHelmholtz equation
(1) can be expressed as [1,14] :

[
∂2

∂r2
+ 1
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∂
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∂

∂z

(
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∂
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)
+ k20n

2
]
P̃ = 0, (2)

where c0 is the reference sound speed, k0 = ω/c0 repre-
sents the reference wavenumber and n = c0/c represents
the refractive index. Note that the sound pressure P̃ ≡
P̃(ω; r , z) depends on the spatial position (r , z) (and the
angular frequency ω). For long-distance sound propaga-
tion, sound waves are generally approximated as cylindrical
waves. According to the attenuation law of cylindrical waves,
the energy amplitude of the sound wave is proportional to√
r . To eliminate the extension term, the following variable

transformation is introduced:

p = √
r P̃ (3)

By substituting Eq. (3) into Eq. (2), we obtain:
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Applying the so-called “far-field approximation” yields
k20n

2 p � p
4r2

. When k0r � 1 is applied to Eq. (4), we
have:
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2 p = 0. (5)

When ignoring the horizontal change in the medium param-
eter, Eq. (5) can be factorized as the product of two operators
representing the outwardly propagating waves and inwardly
propagating waves:

(
∂

∂r
− ik0

√
1 + X

)(
∂
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+ ik0

√
1 + X

)
p = 0, (6)

where the depth operator X is:

X = k−2
0

[
ρ

∂

∂z

(
1

ρ

∂
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)
+ k2 − k20

]
. (7)

The operator appearing in the first pair of parentheses of
Eq. (6) represents the waves propagating outwards, and the
operator appearing in the second pair of parentheses rep-
resents the waves propagating inwards. When the inward
propagation can be considered negligible, we can obtain a
parabolic equation of the following form:

∂ p

∂r
= ik0

√
1 + X p. (8)

123



Acoustics Australia

According to the method of solving ordinary differential
equations, the step solution of Eq. (8) can be obtained as:

p(r + Δr , z) = exp
(
ik0Δr

√
1 + X

)
p(r , z), (9)

whereΔr is the step size in the distance direction. To address
the exponential and/or square-root expression of the linear
operator X appearing in Eq. (9), a Padé series expansion
method was introduced by Collins [8], which uses an n-term
rational function to approximate the exponential function in
Eq. (9):

p(r + Δr , z) ≈ exp (ik0Δr)
n∏
j=1

1 + α j,nX
1 + β j,nX p(r , z). (10)

The calculation of the complex coefficients α j,n and β j,n

needs to meet the requirements of stability, convergence and
accuracy.

To solve Eq. (10) numerically, the depth operatorX needs
to be discretized. Traditionally, the FDM is usually used to
discretize the depth operator and ultimately form a set of
tridiagonal-matrix algebraic equations. This article uses the
CCM to solve PE problems.

3 Chebyshev CollocationMethod for the PE
Model

3.1 Chebyshev CollocationMethod

Eq. (10) can be discretized by the CCM. The collocation
method is a kind of spectral method that is based on the
principle of weighted residual minimization. In the next sec-
tion, a brief description of the fundamentals of the method
of weighted residuals and the CCM is presented, and a more
detailed and rigorous derivation can be found elsewhere; see
[30].

We show the process of solving equations using the spec-
tral method by using a one-dimensional differential equation
boundary value problem:

Lu(x) − f (x) = 0, x ∈ D\∂D
Bu(x) − g(x) = 0, x ∈ ∂D

(11)

where L is a differential operator, u(x) is an unknown func-
tion, D is the definite domain,B is a linear boundary operator
and ∂D is the boundary of D. In the method of weighted
residuals, a set of linearly independent basis functions are
selected to expand the unknown function, as follows:

u(x) =
∞∑
k=0

akφk(x), (12)

where ak is the expansion coefficient and φk(x) is the basis
function. In actual numerical calculations, the basis function
cannot be infinite, so it must be truncated to (N + 1) basis
functions, as shown in the following formula:

u(x) ≈ û(x) =
N∑

k=0

akφk(x). (13)

When the expanded u(x) is brought into Eq. (11), (11) no
longer strictly holds, and the following residuals R(x) arise:

R(x) = Lû(x) − f (x). (14)

The constraint on the expansion coefficients is satisfied by
letting the weighted residuals be 0:

∫
D
R(x)w j (x)dx = 0, j = 0, 1, 2, . . . N , (15)

wherew j (x) is the weight function and the expansion coeffi-
cients can be obtained with Eq. (15). Thus, the choice of the
basis function set {φk(x)} andweight function set {w j (x)} are
very important. The collocation method is a spectral method
that uses the δ functions as the weight function:

∫
D
R(x)δ(x − x j )dx = R(x j ) = Lû(x j ) − f (x j ) = 0,

j = 0, 1, 2, . . . N , (16)

where x j is the j-th point of the (N + 1) discrete grid points
in D. Based on the above formula, the collocation method
essentially only requires the weighted residuals to be 0 at
discrete points, and the equations formed for solving the
unknown functions are in a physical space instead of a spec-
tral space (as in the case of other spectral methods such as
those of Tau and Galerkin). In other words, the collocation
method requires that the original equation is strictly estab-
lished only on discrete grid points x j and not on other points
in D. The basis function of theCCMis theChebyshevorthog-
onal polynomial [19], which can be defined on the interval
x ∈ [−1, 1] as follows:

Tk(x) = cos (kθ), θ = arccos x, x ∈ [−1, 1]. (17)

In theCCM, the (N+1) discrete grid points x j on the interval
[−1, 1] can be taken as nonequidistant Chebyshev–Gauss–
Lobatto (CGL) collocation grid points:

x j = cos

(
jπ

N

)
, j = 0, 1, 2 . . . , N . (18)
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The CGL points correspond to the extreme points of the
Chebyshev polynomials [31]. If x ∈ [a, b], we give the fol-
lowing more general form of Eqs. (17) and (18):

Tk(x) = cos (kθ), θ = arccos

(
2

b − a
x − b + a

b − a

)
, x ∈ [a, b]

x j = a − b

2
cos

(
jπ

N

)
+ b + a

2
, j = 0, 1, 2 . . . , N

(19)

During the solution process of theCCM, any function defined
on the domain [a, b] can be discretized as its values at the
(N +1)CGL points and thus can be expressed as an (N+1)-
dimensional column vector, such as:

u = [
u0, u1, u2, · · · , uN

]T
, u j = u(x j ),

f = [
f0, f1, f2, · · · , fN

]T
, f j = f (x j ), j = 0, 1, . . . , N .

(20)

To apply the CCM to the differential equation Eq. (11), the
discretization of the operator L is necessary. This operator
may contain derivatives and multiplications.

The derivative operator is usually included in theL opera-
tor. We give the relationship between the functions u′(x) and
u(x) as follows:

u′ = Du. (21)

Here, u′ = [u′
0, u

′
1, u

′
2, . . . , u

′
N ]T represents the (dis-

cretized) function value of the derivative term u′(x). Matrix
D, called the Chebyshev collocation differential matrix of
x ∈ [a, b], describes the relationship between the first deriva-
tive of the function and the original function in the CCM. The
elements of matrix D can be expressed as:

D00 = 2N 2 + 1

3(b − a)
, DNN = −2N 2 + 1

3(b − a)
,

Dj j = −x j
(b − a)(1 − x2j )

, j = 1, 2, 3, · · · , N − 1

Di j = 2ci (−1)i+ j

(b − a)(xi − x j )
, i 
= j; i, j = 0, 1, 2, · · · , N ;

ci =
{
2, i = 0, N

1, otherwise

(22)

The reader is referred to Shen-Jie [30]; please note that there
is a minor difference in the form of matrix D because of the
different domains of the function u (either [−1, 1] or [a, b]).
The relationship between the second derivatives u′′(x) and
u(x) can be evaluated easily as u′′ = D2u.

The discretization vector of the product function y(x) =
v(x)u(x) on x ∈ [a, b] can be processed as follows in the
CCM:

y = Cvu, (23)

where Cv is an (N + 1) × (N + 1) diagonal matrix and
(Cv)i i = vi = v(xi ), i = 0, 1, . . . , N .

In this way, the differential equation can be discretized
into a system of algebraic equations, and the problem can
be solved. In the process of carrying out the programming
implementation, the unknown function u(x) is not neces-
sarily expanded with Chebyshev polynomials but makes the
original equation strictly true at the CGL points. Thus, a sys-
tem of algebraic equations is formed, and the function value
u(x j ) at the CGL points x j is ultimately obtained by solving
the above equations. The function values of the remaining
points on the interval [a, b] can be obtained by interpolation
after u(x j ) is obtained.

A systematic theoretical study of the convergence of the
Chebyshev polynomials and the collocation method is found
in [19,32], and the asymptotic rate of convergence in the
CCMhas been reported previously;more details are provided
in [33].

3.2 Discrete PEModel Using the CCM

In what follows, we use the CCM to numerically discretize
the operator X in Eq. (7) and p in Eq. (10). We use (N + 1)
CGL points and note that z ∈ [0, H ], so the matrix form of
the depth operator X is:

X = k−2
0

(
CρDC1/ρD + Ck2 − k20I

)
. (24)

Here, Cρ , C1/ρ and Ck2 are defined by Eq. (23) with v = ρ,
v = 1/ρ and v = k2, respectively. D is defined in Eq. (21)
(here a = 0, b = H ), and I represents the identity matrix.
As a result, the matrix form of Eq. (10) can be written as:

p(r + Δr) = exp (ik0Δr)
n∏
j=1

I + α j,nX
I + β j,nX

p(r). (25)

In Eq. (25), p(r) is the column vector containing the (N +1)
function values of {pr ,z j } at the CGL points. In the CCM, the
boundary conditions are processed by modifying the alge-
braic equations. When the sediment is not considered, the
upper and lower boundaries of the PE model are actually
pressure release boundaries; that is:

P̃(z = 0) = P̃(z = H) = 0. (26)
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It can be obtained fromEq. (3) that p(z = 0) = p(z = H) =
0, and the boundary conditions can be expressed as:

pr ,z0 = pr ,zN = 0. (27)

The initial field p(·) near r = 0 is obtained from the self-
starter [10,14], and the full-field sound pressure p(r , z) is
obtained by step iteration. The distance r is increased by Δr
at every forwarding step in the range direction, and it requires
solving n linear systems, where each includes (N +1) equa-
tions. Here, n is the order of the Padé series taken. The
full-field sound pressure p(r , z) at this time is at nonequidis-
tant CGL points, and approximations of the solution at any
other points can be easily interpolated from the CGL points.

To demonstrate the sound field results, the transmission
loss (TL) of the sound pressure is defined as follows:

TL = −20 log10

(
|P̃|
|P̄|

)
. (28)

Its unit is decibels (dB), where P̄ is the sound pressure at a
distance of 1 m from the sound source.

4 Numerical Experiments and Analysis

To verify the validity of the CCM in solving the PE model,
the following analysis is performed through 4 experiments
in Table 1. Figure 1 shows the sound speed profiles used in
the numerical experiments. In the four oceanwaveguides, the
density of the seawater is uniform (ρ(z)=1 g/cm3), and the
speed of sound underwater is constant (c0=1500 m/s).

To facilitate the description, the PE model program based
on the CCM that we developed is abbreviated as CCMPE.
The comparison programs in the experiments are the clas-
sic PE model program RAM and CSMPE (based on the
Chebyshev–Tau spectral method [28]); in addition, the clas-
sic normal mode program KRAKEN [34] and fast field
program (FFP) are included. The initial fields of the three
PE-based programs in the article are obtained from the self-
starter [10]. In CCMPE and CSMPE, the setting principles
of both n (the number of terms of Padé approximation) and
Δr (the step length in range direction) are consistent with the
RAM [14].

4.1 Experiment 1: An Ideal FluidWaveguide with a
Constant Sound Speed Profile

The depth of the sea is H=100 m, the sound source is located
at a depth of zs=36 m, and the sound source frequency is 20
Hz. According to the wavenumber integration method, the
exact analytical solution of the above ideal fluid waveguide

is:

p(r , z) = 2π i

H

∞∑
m=1

sin (kzm zs) sin (kzm z)H
(1)
0 (krmr)

kzm = mπ/H , krm =
√
k2 − k2zm , m = 1, 2, . . .

(29)

where H (1)
0 (·) is a Hankel function of the first kind. Figure 2

shows the TL calculated using the analytical solution, RAM,
CSMPE and CCMPE programs developed in this article. In
the horizontal direction, Δr is 1 m. In the vertical direction,
the distance between the discrete grid points of the RAM is
0.5 m—i.e., there are a total of 200 discrete points—while
the CSMPE andCCMPE use 50 discrete points in the vertical
direction, and the number of terms of the rational approxima-
tion coefficients is n = 8. It can be seen from Fig. 2 that the
TLfields calculated by the four schemes are very similar,with
the exception of obvious differences within a horizontal dis-
tance of approximately 300 m. Compared with the analytical
solution of Fig. 2a, it can be seen that under the near field, the
results calculated by the RAM, CSMPE and CCMPE have
some distortions, but the numbers of sound shadow areas
are equal. This result may be due to the introduction of the
so-called far-field approximation in the PE model. However,
regarding the calculation results of the RAM and CSMPE,
the overall fields are very similar, so the accuracy of the three
programs needs to be compared further.

Figure 3a shows the TL curves calculated by all three
methods together with the analytic result at a depth of 36 m.
It can be seen from the figure that in the near field within
300 m from the source, the results of the RAM, CSMPE
and CCMPE are significantly different from the analytical
solution, but the differences among the RAM, CSMPE and
CCMPE are small. In the far field, all four calculation results
of the TL are very consistent, with the only exception being
that there are inconspicuous differences in the sound shadow
area, as shown in Fig. 3b. Figure 3c shows the errors between
the RAM, CSMPE and CCMPE programs and the analytical
solution. The calculation results of the three PE-based pro-
grams and the analytical solution differ greatly in the near
field, but the error among the three is small, which illustrates
that the near-field error is generated by the PE model itself
and is unrelated to the discrete method during the calcula-
tion process. In the far field, as shown in Fig. 3d, the error of
the CCMPE is smaller than that of the RAM and CSMPE,
especially in the sound shadow areas.
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Table 1 List of experiments

Experiment No. Frequency (Hz) Depth (m) Source depth (m) Sound speed profile

1 20 100 36 Figure 1a

2 20 150 40 Figure 1b

3 30 100 60 Figure 1c

4 50 5000 1000 Figure 1d
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Fig. 1 Sound speed profiles in the experiments

4.2 Experiment 2: An Ideal FluidWaveguide with a
Barents Sea Sound Speed Profile

The sound speed profile in this experiment is the measured
data from the Barents Sea provided by [35]. In this case, the
depth of the sea is H=150 m, the sound source is located at a
depth of zs=40 m, and the sound source frequency is 20 Hz.

Figure 4 shows the TL calculated using the KRAKEN,
RAM, CSMPE and CCMPE programs. Since there is no ana-
lytical solution for this experiment, we useKRAKEN’s result
as a reference. In the horizontal direction, Δr is 5 m. In the
vertical direction, the distance of the discrete grid points of
the RAM is 0.5 m, for a total of 300 discrete points, while
CSMPE and CCMPE use 50 discrete points in the vertical
direction, and the number of terms of the rational approxi-
mation coefficients is 8. It can be seen from Fig. 4 that the

TL fields calculated by the four schemes are very similar, but
there are slight differences within a horizontal distance of
approximately 100 m. Figure 5 shows the TL calculated by
the four schemes at a depth of 40 m. The results of the RAM,
CSMPE and CCMPE are obviously different from those of
the KRAKEN in the near field, but the differences among the
RAM, CSMPE and CCMPE are indistinguishable. In the far
field, the calculation results of the TL of the four schemes
are completely consistent.

4.3 Experiment 3: An Ideal FluidWaveguide with a
Surface Duct Sound Speed Profile

The sound speed profile in this experiment is the set of mea-
sured data of a surface duct provided by [35]. In this case,
the depth of the sea is H=100 m, the sound source is located
at a depth of zs=36 m, and the sound source frequency is 30
Hz.

Figure 6 shows the TL calculated using the KRAKEN,
RAM, CSMPE and CCMPE programs in this experiment.
There is no analytical solution for this experiment; we use
KRAKEN’s result as a reference. In the horizontal direction,
Δr is 5m. In the vertical direction, the distance of the discrete
grid points of the RAM is 0.5 m, for a total of 200 discrete
points, while CSMPE and CCMPE use 100 discrete points in
the vertical direction, and the number of terms of the rational
approximation coefficients is 8. It can be seen from Fig. 6
that the TL fields calculated by the four schemes are very
similar, but there are differences within a horizontal distance
of approximately 100 m. Figure 7 shows the TL calculated
by the four schemes at a depth of 60 m. The results of the
RAM, CSMPE and CCMPE are slightly different from those
of the KRAKEN in the near field, but the differences among
the RAM, CSMPE and CCMPE are almost completely indis-
tinguishable in the far field, and the calculation results of the
TL of the four schemes are extremely consistent.

4.4 Experiment 4: An Ideal FluidWaveguide with a
Munk Sound Speed Profile

The Munk profile is an idealized ocean sound speed profile
that illustrates many features that are typical of deep water
propagation [1]. In the last experiment, n = 8 and f = 50
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Fig. 2 TL fields of an ideal fluid waveguide in Experiment 1 calculated
using analytical solution (a), the RAM (b), CSMPE (c) and CCMPE
(d)
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Fig. 3 The TL of Experiment 1 calculated by the four programs at
a depth of 36 m (a) and the errors between the RAM, CSMPE and
CCMPE programs and the analytical solution (c); (b) and (d) are the
enlarged portions in the rectangles of (a) and (c), respectively
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Fig. 4 TL field of Experiment 2 calculated using KRAKEN (a), the
RAM (b), CSMPE (c) and CCMPE (d)
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Fig. 5 The TL of Experiment 2 calculated by the four programs at a
depth of 40 m

Hz are considered. Since this experiment does not have an
analytical solution, we use the result of the FFP as a reference
and compare only the relative differences among these three
programs. A total of 5000 equally spaced discrete points are
used in the vertical direction for FFP and the RAM, CSMPE
uses N =600, andCCMPEuses N =500.Δr is taken as 20m.
It can be seen from Fig. 8 that the results of the four programs
are very similar. The differences between the FFP and the
other three programs appear in the near field, especially under
the sound source. However, in other regions, the results of
the four programs are in better agreement.

5 Discussion

In many cases, numerical acoustic fields have no exact ana-
lytical solutions, and the PE model still has errors in the
near field due to omitting the inwardly propagating waves.
Experiment 1 has an analytical solution, and the accuracy of
various methods can be accurately compared. Therefore, we
take Experiment 1 as an example. To accurately compare the
soundfields calculated by variousmethods, the definition of a
quantitative accuracy index is necessary. Taking into account
the need to eliminate the sound field distortion caused by the
backward waves, for Experiment 1, we select the TL at each
discrete point in the range of 1500 m ≤ r ≤3000 m, find
the absolute error between the results calculated by various
methods and the analytical solution and then find the mean
value of the absolute error. The mean absolute error (MAE)
defined in this way is used to measure the accuracy of the
sound field calculated by various methods. Table 2 lists the
MAEs calculated by the three methods under different num-
bers of discrete points. It can be seen from the table that as
N increases, the errors of CSMPE and CCMPE gradually
decrease, and their errors are approximately the same level.
The error of RAM is much larger than that of CCMPE. Par-
ticularly in the configuration of Experiment 1, CCMPE takes
N = 50 and RAM takes M = 200, where M is the number
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Fig. 6 TL field of Experiment 3 calculated using KRAKEN (a), the
RAM (b), CSMPE (c) and CCMPE (d)
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Fig. 7 The TL of Experiment 3 calculated by the four programs at a
depth of 60 m

of discrete points of RAM. It can be seen that CCMPE uses
fewer discrete points but obtains a more accurate solution
than RAM.

It can also be seen fromTable 2, for CCMPE and CSMPE,
when N is set to 17, the accuracy of the calculation result is
almost the same as when M in RAM is set to 400. Table 3
lists the running time of each program when the number of
discrete points is different. CSMPE and CCMPE are both
written in MATLAB, and the RAM has both a FORTRAN
(ram1.5) version and aMATLABversion.The test platform is
aDell XPS 8930 desktop computer equippedwith an Intel i7-
8700K CPU and 16 GB memory. The FORTRAN compiler
used in the test is gfortran 7.5.0, and the MATLAB version
is 2019a. The results listed in the table are the average of ten
runs. From the perspective of running time, when the same
accuracy is reached, the running time of RAM is the shortest,
followed by CCMPE, and the slowest is CSMPE.

From the analysis of the first experiment, we can see that
in general, CCMPE uses fewer discrete points to match or
exceed the RAM’s accuracy, especially when the acousti-
cal profiles are smooth. The smaller the number of discrete
points in the vertical direction is, the shorter the running time.
In the numerical experiments, the sound speed profiles of
Experiments 1 and 4 are smooth, while those of Experiments
2 and 3 are rough. In actual calculations, for rough sound
speed profiles, credible results can be obtained by increasing
the number of collocation points N . In general, compared
with the RAM, CCMPE has higher accuracy; the calcula-
tion speed of CCMPE is much faster than that of CSMPE
when the accuracy is equivalent even though both of them
are spectral methods.

It is worth noting that none of the four experiments above
consider vertical changes in density or attenuation because
theRAMprogramdefaults to awater layer density of 1 g/cm3

and an attenuation of 0 dB/λ. However, both CCMPE and
CSMPE can address problems for which the density and
attenuation change with depth. For the sound propagation
under the long-range complex sound speed profile in the
deep sea, the TL of the parabolic equation model has not
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Fig. 8 TL field of Experiment 4 calculated using the FFP (a), the RAM
(b), CSMPE (c) and CCMPE (d)

Table 2 The MAEs of the TL change with the numbers of discrete
points in Experiment 1 (unit: dB)

FDM Spectral Methods
M MAE N MAE

RAM CSMPE CCMPE

100 4.3022 17 1.8954 1.8122

200 2.4008 20 0.5223 0.5381

250 2.1672 50 0.0611 0.0641

400 1.8833 100 0.0407 0.0457

Table 3 The running times of the programs change with the number of
discrete points in Experiment 1 (unit: sec)

FDM Spectral Methods
M Time N Time

RAM RAM (MATLAB) CSMPE CCMPE

100 0.1705 1.2293 17 0.5977 0.4852

200 0.2842 1.9136 20 0.6387 0.5271

250 0.3381 2.4045 50 1.6058 1.4510

400 0.5407 3.5442 100 4.6323 4.4502

only a magnitude error but also a phase error [1,36]. The
MAE defined herein is only applicable to the simple case of
Experiment 1 but not to the other experiments.

6 Conclusions

The CCM provides a program for computing the sound
pressure field when the sea surface and bottom are range
independent. This method first interpolates the acquired data
of the sound speed, density and attenuation profiles to the
CGL points. After modifying the depth operator matrix with
the boundary conditions, complex matrix algebraic equa-
tions for solving the pressure field are formed that can be
solved by applying numerical libraries and algorithms. The
validity and reliability of the CCM are demonstrated in com-
parison with the FDM (RAM program) and Chebyshev–Tau
spectral method (CSMPE program). From the perspective of
computational speed, CCMPE is superior to CSMPE. From
the perspective of computational accuracy, CCMPE is suffi-
ciently high compared with the RAM and CSMPE. In cases
where the sound speed, density and attenuation profiles are
not sufficiently smooth, the CCM should use more CGL
points to obtain convincing results. Furthermore, this arti-
cle simply abstracts the ocean into a layer, but in the actual
ocean, the sediment (which may be composed of silt or sand
with completely different densities and attenuations) should
be considered. Moreover, regarding the issue that the com-
putational time is longer than that of the RAM, we aim to
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decrease the running time through parallel computing tech-
nology in future work.
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